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Introduction

Users have no way of seeing how their jobs perform at a hardware level
Metrics are scattered across different services
Slurm scheduling could be more resource aware

Variability in shared resource usage can cause variability in performance



Solutions

e Aggregate all the metrics into a centralized database
e Personalized dashboards to show users what will benefit them

e Use data gathered during Slurm jobs to create job profiles



The Software
Pipeline



The Elastic Stack (ELK)

Set of open source projects

Collects and visualizes data
from many different
sources

Each component can be
used independently with
other tools
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Elasticsearch

e Data storage

e (Can distribute load and
data across its own cluster

e Scales by adding more
nodes

I
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e Extremely fast



Logstash

e Data processing

e [ngests data from many
different sources

e Makes it easy to parse
things like logs

e Filters out unnecessary
data



Kibana

e Data visualization
e FEasy-to-useinterface

e Includes templates as well
as custom tools

e Paid version (XPack)
includes PDF reports and
alerting
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ur Setup

rsyslog Logstash

Elasticsearch

Metricbeat
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Potential LANL Setup

rsyslog Logstash

Elasticsearch

Data
Aggregator



Pros and Cons

Fine-grain control
Open source
Scalable

Modular

Plugins

Learning curve

Requires upkeep at
scale

Documentation for
recent versions is
lacking



Visualizing Data



Dashboards

Some dashboards need to
be constantly updated,
others need to be over a
fixed interval

Keep cluster scale in mind

node1 (9.04%)

node2 (9.04%)

node9 (9.05%)
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node10 (9.05%)

node5 (9.05%)
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node3 (9.07%)
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node7 (9.06%)

node6 (9.06%)



Types of Dashboards
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e System Overview

e Node Overview
e User Overview

e Job Overview -
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System Overview

Job Overview | User Overview
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System Overview

Job Overview | User Overview
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Node View

System Overview | Job Overview | User Overview n O d e ;
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Top Processes By CPU »  Top Processes By Memory
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Cluster Heatmap

node1l
nodel10
node2
node3
node4
node5
node6
node7
node8

node9

T T
09:21:00 09:22:00 09:23:00 09:24:00 09:25:00 09:26:00 09:27:00 09:28:00 09:29:00 09:30:00 09:31:00 09:32:00 09:33:00 09:34:00 09:35:00
@timestamp per 30 seconds

Queued Jobs

Job ID Submit Time Start Time State
578 July 25th 2018, 09:32:31.441 PENDING
577 July 25th 2018, 09:32:11.519 - - PENDING

576 July 25th 2018, 09:32:10.673 July 25th 2018, 09:32:17.993 node[7-10] STARTED

571 July 25th 2018, 09:31:57.297 July 25th 2018, 09:31:58.102 node[5-6] STARTED

Export: Raw& Formatted &




User Overview

System Overview | Job Overview
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Scaling

e This approach works great
for a 10 node cluster, but
scaling up is a potential
issue
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e Dashboards could be
redesigned to be more
intuitive at a large scale
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Slurm



Job Information

Completed jobs use the
Elasticsearch plugin to
send data to Elasticsearch

Pending and running jobs
need to be picked up from
rsyslog through Logstash

workload manager



Profiling

e Matching up system
metrics with job start and
end times allows us to see
how a job runs

e This data can help users
optimize jobs and
understand variability in
performance




Job Overview

System Overview | User Overview

Slurm Jobs on Record

Job State

Slurm Job Table [Completed]

Slurm Job ID +» User <
546
545
544
543
542
541
540

mpiuser
mpiuser
mpiuser
mpiuser
mpiuser
everson

everson

Job Name < Nodes =

hpl
hpl
hpl
hpl
hpl
ENJ
ENJ

4

(null)
(null)
(null)
(null)
(null)

Average Wait in Queue (Mins)

Submit Time <

July 23rd 2018, 13:56:18.000
July 23rd 2018, 13:56:17.000
July 23rd 2018, 13:56:16.000
July 23rd 2018, 13:56:15.000
July 23rd 2018, 13:56:15.000

node[1-10] July 23rd 2018, 13:53:32.000

node[1-10] July 23rd 2018, 13:44:24.000

2.09

Start Time <

July 23rd 2018, 13:58:20.000
July 23rd 2018, 13:58:20.000
July 23rd 2018, 13:58:20.000
July 23rd 2018, 13:58:20.000
July 23rd 2018, 13:58:20.000
July 23rd 2018, 13:53:33.000
July 23rd 2018, 13:44:25.000

Job ID Range

End Time <

July 23rd 2018, 13:58:20.000
July 23rd 2018, 13:58:20.000
July 23rd 2018, 13:58:20.000
July 23rd 2018, 13:58:20.000
July 23rd 2018, 13:58:20.000
July 23rd 2018, 14:02:04.000
July 23rd 2018, 13:50:05.000

Average Run Time (Mins)

3.93

State ©

CANCELLED
CANCELLED
CANCELLED
CANCELLED
CANCELLED
COMPLETED
CANCELLED

RunTime< Job Link <

OM 0S
OM 0S
OM 0S
OM 0S
OM 0S
8M 31S
5M 40S

Click for More Info
Click for More Info
Click for More Info
Click for More Info
Click for More Info
Click for More Info
Click for More Info

PDF Link =
PDF
PDF
PDF
PDF
PDF
PDF
PDF




Job View

System Overview | Job Overview | User Overview
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Slurm Job ID

everson node[1-10] 63M 22S

Job Submited By Nodes Allocated Run Time

July 23rd 2018, 09:16:51.000 July 23rd 2018, 09:16:52.000 July 23rd 2018, 10:20:14.000
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Submit Time
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Future Applications



Planning for Future Machines

e Deciding on Memory
and CPU purchases

e Cooling plans
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@timestamp per minute



Purchasing Resources

e Some resources are
purchased in advance

e Predictive power usage

e Accuracy prevents drawing -
too much or too little
power

mmmmmmmmmmmmmmmmmmm



Smart Scheduling

e Resource-aware
scheduling

e Shared resource
distribution
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